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Parallel and Concurrent Computing: An introduction



Definition

“High performance computing most generally refers 
to the practice of aggregating computing power in 
a way that delivers much higher perfomance than 
one could get out of a typical desktop computer or 
workstation in order to solve large problems in 
science, engineering or business”.

HPC Inside - www.hpcinside.com



BSC: Supercomputing and 
Escience

http://www.youtube.com/watch?v=S9YPcPtPsuY


Optimization at many levels

• Hardware Level
• CPU - Instruction Set - Microinstructions - Pipelining
• Speed / Amount of Memory
• Speed / Amount of Storage
• Speed / Network

• Software Level
• Algorithm Order Reduction
• Code Parallelizing
• Code Distribution
• Code Optimization



Cheaper
Better
Faster

Linux Prodigy by IBM
https://youtu.be/x7ozaFbqg00



Taken from: The Register - HP salivates over the future brontobyte digital universe



Intel Slides

The following slides was taken from Intel Academic 
Courseware: Intro to Parallel Programming. You 
can find it in:

https://software.intel.com/en-us/articles/academic
-courseware





Old Dynamic of Parallel 
Computing



Sequential Language Approach

• Problem has inherent parallelism
• Programming language cannot express 

parallelism
• Programmer hides parallelism in sequential 

constructs
• Compiler and/or hardware must find hidden 

parallelism
• Sadly, doesn’t work



Alternate Approach

• Programmer and Compiler Work 
Together
• Problem has inherent parallelism
• Programmer has way to express 

parallelism
• Compiler translates program for 

multiple cores



Programmer/Compiler Team

Programmers of modern CPUs must take 
architecture and compiler into account in order to 
get peak performance

“…you can actively reorganize data and algorithms 
to take advantage of architectural capabilities…” 
Introduction to Microarchitectural Optimization for 
Itanium® 2 Processors, p. 3



New Dynamic of Parallel 
Computing



Domain Decomposition



























Task (Functional) Decomposition















Pipelining



Pipelining





































Where can you find Independent 
Tasks



Dependence Graph



Dependence Graph Example #1



Dependence Graph Example #1



Dependence Graph Example #2



Dependence Graph Example #2



Dependence Graph Example #3



Dependence Graph Example #3



Dependence Graph Example #4



Dependence Graph Example #4



Dependence Graph Example #5



Can you find the Parallelism

• Resizing a photo
• Searching a document for all instances of a word
• Updating a spreadsheet
• Compiling a program
• Prefetching pages in a Web browser
• Using a word processor to type a report



Opportunities for a Parallel 
Solution?
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